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On Judging the Significance of Differences by Examining the
Overlap Between Confidence Intervals

Nathaniel SCHENKER and Jane F. GENTLEMAN

To judge whether the difference between two point estimates is
statistically significant, data analysts often examine the ovetlap
between the two associated confidence intervals. We compare
this technique to the standard method of testing significance
under the common assumptions of consistency, asymptotic nor-
mality, and asymptotic independence of the estimates. Rejection
of the null hypothesis by the method of examining overlap im-
plies rejection by the standard method, whereas failure to reject
by the method of examining overlap does not imply failure to
reject by the standard method. As a consequence, the method
of examining overlap is more conservative (i.e., rejects the null
hypothesis less often) than the standard method when the null
hypothesis is true, and it mistakenly fails to reject the null hy-
pothesis more frequently than does the standard method when
the null hypothesis is false. Althongh the method of examining
overlap is simple and especially convenient when lists or graphs
of confidence intervals have been presented, we conclude that it
should not be used for formal significance testing unless the data
analyst is aware of its deficiencies and unless the information
needed to carry out a more appropriate procedure is unavailable.

KEY WORDS: Efficiency; Inference; Power; Test of signifi-
cance; Two-sample problem; Type I error.

1. INTRODUCTION

To judge whether the difference between two point estimates
is statistically significant, data analysts sometimes examine the
overlap between the two associated confidence intervals. If there
is no overlap, the difference is judged significant, and if there
is overlap, the difference is not judged significant. This method
is simple to use because it is easy to compare boundary values
from two confidence intervals to see whether the intervals over-
lap. Moreover, it seems natural to inspect graphed confidence
intervals for overlap. Over a number of years, however, we have
tried to discourage the practice of examining overlap to assess
significance among authors of articles that we have reviewed,
because the procedure can lead to mistaken conclusions.

A nonexhaustive search of abstracts and articles in the health
sciences found more than 60 articles in which the method of
examining overlap was used or recommended to demonstrate
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significance and/or lack of significance, either formally or in-
formally. Recent examples were found in 22 difierent sources:
American Heart Journal, American Journal of Epidemiology,
Annals of the Rheumatic Diseases; British Medical Journal,
Cancer Epidemiology Biomarkers & Prevention;, Cancer Re-
search, CDC Surveillance Summaries; Clinical and Experimen-
tal Allergy; Clinical Cancer Research; Clinical Neuropharma-
cology, Emerging Infectious Diseases; Health Education Re-
search; International Journal of Epidemiology, Journal of Clin-
ical Epidemiology, Journal of Medical Entomology, Journal
of Medical Genetics; Journal of the National Cancer Institute,
Journal of Nuclear Medicine, The Clinical Journal of Pain;, The
Cochrane Library; The Jouwrnal of Nutrition; and The Lancet.
Respective examples of articles are: Abergel et al. (1998); Sont
et al. (2001); Gotzsche (2000); Appleby and Bell (2000); Mil-
likan et al. (2000); Martinez et al. (1999); Kann et al. (2000);
Ezeamuzie et al. (1999); Tersmette et al. (2001); Inzelberg et al.
(2000); Chalmers and Salmon (2000); Mcbride (2000); Wong ct
al. (1999); Mancuso, Peterson, and Charlson (2001); Debboun
et al. (2000); Slavotinek et al. (1999); Djordjevic, Stellman, and
Zang (2000); Eising and von der Ohe (1998); Herr et al. (1998);
Collins et al. {2001); Vatassery, Smith, and Quach (1998); and
Mehta, Eikelboom, and Yusuf (2000). '

Discussion of properties of the method of examining overlap
in the literature is limited and contradictory. For example, an ex-
change in the Journal of the American Academy of Dermatology
(Bigby and Gadenne 1996; Rahlfs 1997; Bigby and Gadenne
1997} offered contradictory advice conceming the method. A
follow-up letter in that journal by Cole and Blair (1999) pro-
vided a more accurate assessment of the method along with
some Monte Carlo results for a few situations.

This article considers the common task of comparing esti-
mates that are assumed to be consistent, asymptotically normal,
and asymptoticallyindependent. It is shown that rejection of the
null hypothesis by the method of examining overlap implies re-
jection by the standard method, whereas failure to reject by the
method of examining overlap does not imply failure toreject by
the standard method. Thus, the method of examining overlap is
more conservative (i.e., rejects the null hypothesis less often)
than the standard method when the null hypothesis is true, and
it mistakenly fails to reject the null hypothesis more frequently
than does the standard method when the null hypothesisis false.
We expand on the work of Cole and Blair (1999) by providing
more theoretical insight into the properties of the methods and
by developing asymptotic results on efficiency, probability of
Type 1 error, and power for a broad range of sitnations. Our goal
is to provide an accessible discussion for statistical practitioners
in subject-matter areas and for statistical consultants. Through-
out the article, we provide simple examples and figures that can
be used in consulting situations to illustrate the results.

EXHIBIT
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Section 2 describes our general setup and then derives the
main result underlying the conservatism and low power of the
method of examining overlap relative to the standard method.
Section 3 presents asymptotic numerical comparisons of the
methods. Section 4 briey discusses another simple but some-
times misteading method of examining overlap that we have
seen used. Section 5 discusses extensions and other aspects of
our results.

2. SETUP AND MAIN RESULT

2.1 Definitions and Assumptions

Suppose that we wish to make inference about the difference
between two population quantities, ¢ and ¢}5, which are esti-
mated by @1 and @z, and suppose that the associated standard
errors, SE; and SE, are estimated by SE; and SEo.

Our development assumes that we have consistent estimates
and that @, and Q- are asymptotically normal and indepen-

dent. More formally, we assume that C:}l £, ., Qg £, Qa.
SE:/SE1 > 1, §E2/SE; - 1, (O1 — Q) /SE, 2 Z,
and (Q2 — Q2)/SEs 2, Zo as the sample sizes increase to
oo, where Z; and Z; are independent standard normal random
variables.

It follows from standard theorems on convergence (see, e.g.,
Cramér 1946, pp. 254-255) that (Q: ~ Q1)/SE;, (@2 —
. - - 2 2
Q2)/SEz, and [{(Gh — Q2) — (Q1 — Q2)]/V/ SE; + SE; have
limiting standard normal distributions. Based on these three ap-
proximate pivotal quantities (Brownlee 1963, sec. 2.16), nomi-
nal 95% confidence intervals for @1, (Jo, and ()1 — (J5 are given

by

Q1 + 1.968E,, )
Oy + 1.965E,, @)
and
N N 2 ~2
(Q1 — Q,) £ 1.96V/ SE, + SE,, (3)
respectively.

By the duality between 100(1 — @)% confidence intervals and
significance tests at level o (Bickel and Doksum 1977, p. 178),

y SB2 +8E?

VJ)

.

Figure 1. Bight triangle depicting the relationship between the esti-
mated standard errors of &y, G, and @y — Q.

a test at nominal level .05 of the null hypothesisthat (; — Q2 =
0 can be camied out by examining whether the nominal 95%
interval (3) contains 0. The null hypothesis is rejected if and
only if the interval does not contain 0. We will refer to this as the
“standard” method. In contast, the “overlap” method conducts a
test at nominal level .05 by rejecting the null hypothesis if and
only if the nominal 35% intervals (1) and (2) do not overlap.

2.2 Example: Comparing Proportions

Suppose we wish to compare two large populations with re-
spect to the proportions of people with a given attribute. Inde-
pendent simple random samples, each of size 200, have been
drawn, and 112 people in the first sample have the attribute,
whereas 88 people in the second sample have the attribute,

The estimated proportions and their estimated standard er-
rors are Q¢ = 112/200 = .56, Q, = 88/200 = .44, SE; =
£/ (.56)(.44)/200 = .0351, and gﬁg = +/(.44)(.56)/200 =
0351, respectively. (Finite population corrections have been
ignored since the populations are large.) Thus, intervals (1)
and (2) for the population proportions ), and (Js are .56 +
(1.96)(.0351) = [.49, .63] and .441(1.96)(.0351) = [.37,.51],
respectively. The overlapmethod leads us to declare that the pro-
portions are not significantly different.

In contrast, since interval (3) for the difference ¢ — @2,
(.56 —.44) £ 1.96+/(.0351)% + (.0351)? = [.02,.22}, does not
contain 0, the standard method would lead us to declare that the
proportions are significantly different.

2.3 Main Result

The preceding example illustrates that the overlap method
can fail to reject the null hypothesis when the standard method
would reject it. In general, rejection of the null hypothesis by
the overlap method impliesrejection by the standard method, but
not vice versa. Thus, the overlap method is more conservative
and less powerful than the standard method.

To derive this result, we begin by noting that intervals (1) and
(2) overlap if and only if the interval

(@1 — Q2) £ 1.96(SE; + SEs) @)

contains 0. Thus, the difference between the standard method
and the overlap method is only in the width of the underlying
intervals (3) and (4). The ratic of the width of interval (4) to the
width of interval (3) is

SE; + SE;

N

SE; + 8E,

Figure 1 displays a right triangle depicting the relationship be-

tween the estimated standard errors of ()1, (s, and € — Q5.

Expression (5) is equal to the ratio of the sum of the lengths

of the two sides adjacent to the right angle to the length of the

hypotenuse. It is clear from the figure that the ratio is greater
than 1, which demonstrates our result.

It is also straightforward to show that ratio (5) achieves its

maximum value, v/2, when the two adjacent sides of the trian-

gle in Figure 1 are of equal length, and that it approaches its
minimum value, 1, as one adjacent side increases in length rel-

(5)
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Figure 2. Asymptoticrelative efficiency of the overlap methodto the
standard method.

ative to the other. Thus, the overlap method is expected to be
more deficient relative to the standard method when SE; and
SE; are nearly equal, and less deficient when one standard error
is large relative to the other.

3. ASYMPTOTIC COMPARISONS

To illustrate the deficiencies of the overlap method due to the
length of its underlying interval relative to the standard method,
we provide asymptotic numerical comparisons (as the sample
sizes increase t0 oo) conceming efficiency, probability of Type
I error, and power. Our results all follow from standard theo-
rems on convergence (see, e.g., Cramér 1946, pp. 254-255).
Derivations are available from the anthors upon request. We in-
vestigate performance under various limiting values of the ratio
of one standard error to the other. Qur results when the limiting
value of SEo/SE is k are the same as those when the limiting
value of SE; /SE, is k, so we simply refer to the limiting value
as the “SE ratio” and consider only ratios that are greater than
orequalto 1.

3.1 Efficiency

The asymptotic relative efficiency (ARE) of the overlap
method to the standard method may be defined as the limit in
probability of the ratio of the squared width of interval (3) to the
squared width of interval (4), that is, the limit in probability of
the squared inverse of expression (5). For an SE ratio of %, the
ARE is given by (1 + k?)/(1 + k)* . The ARE is displayed in
Figure 2 for a range of values of the SE ratio. As anticipated at
the end of Section 2.3, the minimum ARE, 1/2, cccurs when the
SE ratio is 1. As the SE ratio increases, the ARE approaches 1.

Suppose, as in the example of Section 2.2, that the standard
errors of Ql and Qg are of the form o /+/ny and oa/+/nz, that
is, inversely proportional to the square roots of the sample sizes
underlying @; and Q2. Then the ARE can be interpreted as the
asymptoticratio of the sample sizes that the standard method and
the overlap method would need to produce underlying intervals
of the same width and to achieve the same power. For example,
when the SE ratio is 1, the standard method needs asymptotically
only half of the sample sizes that the overlap method needs.
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3.2 Probability of Type I Error and Power

Since the limiting power of either the standard method or the
overlap method is 1 for any fixed, nonzero hypothesized alter-
native value of 37 — (J5, we consider a sequence of alternative

values such that (@4 — @2)/+/SE] + SE3 approaches 2 finite
value, which we call the “standardized difference.” as the sample
sizes increase. Thus, we effectively specify alternative values of
¢J1 — (o that tend to 0, and we force the powers of the two
methods to converge to valoes that are less than 1 and not neces-
sarily equal. This allows a more meaningful comparison of the
two methods. {See Cox and Hinkley (1974, pp. 317-318), for
similar uses of sequences of alternative hypotheses. }

For an SE ratio of k& and a standardized difference of d,
when tests of significance are conducted at nominal level .05,
the asymptotic powers of the standard method and the overlap
method are given by

B(—1.96 + d) + B(—1.96 — d), (6)

and

—1.96{1 + k) ) (1.96(1+k)u )
@(———-—-—m +d]+ @& e al, )

respectively, where @ denotes the standard normal cumulative
distribution function.

The asymptotic probability of Type I error 1s just the asymp-
totic power when the standardized difference is 0 (i.e., when the
null hypothesis is true), so expressions (6) and (7} can be used
to calculate the asymptotic probability of Type I error by setting
d = (). Figure 3 displays asymptotic probabilities of Type I er-
ror for the standard method and overlap method for a range of
values of the SE ratio. The probability for the standard method
is equal to the nominal level of .05 regardless of the value of
the SE ratio, whereas the probability for the overlap method is
smaller than .05 and does not even reach .03 until the SE ratio
nears the value 9,

Figure 4 displays the asymptotic powers of the standard
method and the overlap method as functions of the standard-
ized difference, for SE ratios of 1 and 8. For each method and
SE ratio, the asymptotic power for a standardized difference of
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Figure 3. Asympilolic probabilities of Type ! error for the overlap
method and the standard method when the nominallevel of tests is .05.
o = overlap methed,; & = standard method.
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Figured. Asymploticpowers of the overlapmethod and the standard
method when the nominal level of tesks is .05. o = overiap method (SE
ratio= 1); 2 = overlap method (SE ratio = 8); A = standard method.

d is equal to that for a standardized difference of —d, so we only
show values for standardized differences that are greater than
or equal to (. Moreover, for a given value of the standardized
difference, the asymptotic power of the standard method does
not depend on the SE ratio, which is why there is only one graph
for the standard method.

For the SE ratio of 1, large differences in asympiotic power
occur for intermediate values of the standardized difference. For
example, for a standardized difference of 2.8, which corresponds
to the difference between 7 and (J5 being about the same size
as the width of interval (1) for @, or interval (2) for o, the
power of the standard method is .80, whereas the power of the
overlap method is .51. The power of the overlap method is much
closer to that of the standard method when the SE ratio is 8. For
example, for a standardized difference of 2.8, the power of the
overlap method is .73.

4. EXAMINING WHETHER EITHER INTERVAL
CONTAINS THE OTHER POINT ESTIMATE

Although it is not the focus of this article, we briey men-
tion another method that we have seen used, which declares a
difference to be significant if and only if interval (1) does not
contain the value Qg and interval (2) does not contain the value
Ql. {Another version declares significance if one interval does
not contain the other point estimate; see, e.g., Cromwel] et al.
(1996).} Under the assumptions of Section 2.1, it can be shown
that this method tends to be anti-conservative; that is, it rejects
the null hypothesis more often than it should when the null hy-
pothesisis true,

As a simple example, consider the setup of Secfion 2.2, but
suppose that the first and second samples have, respectively, 108
and 92 people with the attribute. Then the point estimates are
@1 = .h4 and Qz = .46, and the confidence intervals for (J1
and @2 are [.47,.61] and [.39,.53], respectively, The method
of examining whether either interval contains the other point
estimate leads one to declare that the two proportions are signif-
icantly different. The standard analysis, however, declares the
difference to be nonsignificant since the interval for {1 — 2,
[—.02,.18], contains 0.

5. DISCUSSION

5.1 Relationship to Study Design

If a study has been designed specifically for the comparison
of two population quantities, then it is likely that the two as-
sociated standard errors will not be very different and thus that
the overlap method will have substantial deficiencies. For exam-
ple, consider a stratified random sample with a major goal being
the comparison of two stratum means for a variable. If we ig-
nore finite populationcorrections, the variance of the difference
between the stratum estimates is of the form o5 /n; + ¢4 /na,
where ¢f and o2 are the stratum variances and n; and ny are
the sample sizes. The variance of the difference is minimized
for a given total sample size by setting n1/ny = &1 /02, Thus,
provided that ; and o7 do not differ drastically, the individual
standard errors, SE; = g:/+/n1 and SE; =.0a//fy will not
have very different relative sizes. Moreover, the effects of any
differences between o; and o4 on the individual standard errors
will be mitigated somewhat by the fact that more of the sample
is allocated to the stratum with the higher variance. Conversely,
when a study has not been designed for a specific comparison,
as might be the case with a general-purpose survey, the rela-
tive sizes of the standard errors have more of a chance of being
very different, in which case the overlap method could be less
deficient.

5.2 Effects of Correlation

Another considerationis the effect of correlation between the
point estimates Ql and Qg, which is not an issue when the esti-
mates are independent, as we have assumed to be true asymptot-
ically up to now. In the presence of a non-zero correlation, say

p, the standard error of Q1 — Qs is \/SE% + SE2 — 2pSE; SE;.
Thus, if p > 0, then the overlap method tends to be even more
conservative and less powerful, relative to a method that uses an
appropriate estimate of standard error, than has been indicated
by our results, If —1 < p < 0, then the overlap method still
tends to be deficient, but less so than has been indicated by our
results. The degree of deficiency decreases as the correlation be-
comes more negative. In the unlikely case of a correlation equal
to —1, the standard error of Ql — Qg reduces to SE; + SE.,
and the interval (4) underlying the overlap method corresponds
to an interval formed using an appropriate estimate of standard
error. It follows that, in the case of perfect negative correlation,
the overlap method will tend to be appropriate.

Examples of situations in which positive correlations can oc-
cur are blocked experiments, longitudinal studies, and analyses
of data in which there is overlap in the sets of elements used
to compute the two estimates being compared. Complex sur-
vey designs can result in either positive or negative correlations,
even when there is no overlap in the sets of elements used for
the two estimates. For example, in a comparison of males with
females, a correlation could result from the two groups having
households in common.

5.3 Conclusions

The overlap method is simple, and it is convenient when lists
or graphs of confidence intervals are presented. It can be use-
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ful as a quick and relatively rongh method for exploratory data
analysis. It should not be regarded as an optimal method for
significance testing, however, given its conservatism and low
power relative to the standard method in the common situation
that we have considered. Thus, the overlap method should not
be used for formal significance testing unless the data analtyst is
aware of its deficiencies and unless the information needed to
carry out a more appropriate procedure is unavailable.

{Received June 2000. Revised April 2001.}
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